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Video coding and delivery challenges for 
next generation IPTV

S Appleby, B Crabtree, R Jeffery, P Mulroy and M Nilsson

Current generation, large-scale, Internet protocol television (IPTV) systems borrow heavily from the broadcast industry,
which makes a number of delivery assumptions that do not apply to IP networks. Consequently we can perceive major
improvements if we better match the delivery of IPTV services with the underlying network transport. We can expect next
generation IPTV systems to adapt video streams dynamically to maximise throughput, allow constant quality delivery, and
degrade gracefully in congested networks. This paper outlines the challenges in optimising IPTV delivery and the
contribution that BT’s research has made to overcoming some of these.

1. Introduction
We are at the beginning of a very significant new media
industry. From the embryonic Internet protocol
television (IPTV) industry will spawn a serious rival to the
traditional broadcast entertainment industry.

The technology that delivers IPTV content is very
different to that used in broadcast. It is this difference in
the underlying delivery mechanism, and particularly the
ability to offer a unique delivery stream, and hence
potentially unique content, to each customer that will
make the mature IPTV industry very different to the
current broadcast industry. During IPTV’s infancy, we
expect that (some of the) technology, services and
business models will be borrowed directly from the
broadcast television industry. However, the use of IP for
media delivery will open up new possibilities, which will
materialise as the IPTV industry matures to exploit the
strengths of the delivery technology.

In the broadcast industry, business models at the
various points in the content production and
distribution chain are to a large extent determined by
the very limited bandwidth of the radio spectrum. Costs
of content production for broadcast are typically very
high, but are affordable by virtue of being shared by
large numbers of viewers. There is fierce competition for
eyeballs within the relatively small number of channels
available in the broadcast spectrum.

IPTV is different. By definition, content is delivered
in IP packets over a data network. Each receiver will
receive their own IP packets. The IP network enables

unicast content delivery. It is this feature that has the
potential to change the economics of the IPTV media
industry drastically, relative to the traditional broadcast
industry. It will be technically feasible to make content
available which only has a very small audience compared
with normal broadcast audiences. We expect IPTV to
push well into the tail of the content demand
distribution (see Fig 1) [1—3].

Fig 1 The well-known Zipf curve of consumer demand.

We can see this trend already on the Internet.
Podcasts have demonstrated the demand for a very
wide variety of content. An interesting feature of the
Podcast approach is that content is directly downloaded
by consumers — thus much of the broadcaster’s role is
bypassed. 

For the IPTV industry to extend profitably into the
tail of the consumer demand curve, dramatic cost

co
nt

en
t 

po
pu

la
ri

ty

Podcasts, IPTVm
ai

ns
tr

ea
m

br
oa

dc
as

t

rank



Video coding and delivery challenges for next generation IPTV

BT Technology Journal • Vol 24 No 2 • April 2006 175

reduction is essential at all stages, from content
production, through uploading, ingestion and hosting,
to content discovery, and final delivery. In the first
generation IPTV systems, much of the video technology
will be adopted from the broadcast industry. This results
in a higher delivery cost than ultimately necessary or
sustainable in the distribution tail [4].

In this paper, we examine some of the techniques
than can be employed to optimise the use of network
resources to stream the highest quality video streams
over IP networks. We will particularly focus on the
techniques that could be used for unicast video
streaming, as this is will form the essential part of any
IPTV architecture, and is the most demanding in terms
of network resources.

We will continue by explaining some of the concepts
behind video coding and streaming (or broadcast)
before describing some of the more advanced
techniques that can be adopted in a unicast IPTV
scenario.

2. Video coding and streaming
Typically, in the digital broadcast industry, content is
received by a broadcaster in electronic form (e.g. digital
Betacam tape) [5]. This format is inappropriate for
delivery to the end user as it will need further
compression to match the capabilities of the channel
and the decoding abilities of the receiver.

Once the audio, video, subtitles, etc, have been
individually compressed, they are combined
(multiplexed) together into a single bitstream. In a
broadcast system, there is normally a two-level
multiplex which contains multiple programmes [5, 6].

Typically, the bit rate of a multiplexed bitstream is
constant. This means that the sum of the individual
elements plus the multiplexing overhead should equal
the bit rate of the channel. It is, however, not necessary
for each component of the multiplex to have a constant
bit rate.

Statistical multiplexing [6] works by taking a number
of video sources and allocating a total bandwidth to the
group. The statistical independence of each video
source means that those parts which are difficult to
compress are unlikely to overlap in time, so some
variability from the nominal bit rate can be allowed.

2.1 Constant and variable bit-rate encoding
When a raw video sequence is to be compressed, the
encoder can typically operate in one of two modes —
‘constant quality’ or ‘constant bit rate’.

Constant quality is the simpler mode. In this case,
the encoding parameters (primarily the quantiser step
size) are kept constant during encoding. This results in
an approximately constant quality of video.

Since, at a constant quality, some pictures will
compress much better than others, constant quality
means that there will be a tremendous variation in the
number of bits required to represent each picture. It is
difficult to manage the transmission of such a variable
bit-rate stream, so encoders will typically be operated in
a constant bit-rate mode instead.

In constant bit-rate mode, the encoder will attempt
to stay close to some target bit rate by adjusting the
quality of the encoding — more difficult sequences
being encoded at lower quality. The client buffer will be
capable of smoothing the bit rate to some extent (at the
expense of increased latency) and therefore some
variation in the number of bits per picture can be
tolerated while still maintaining a constant channel bit
rate. 

If the encoder does not maintain a sufficiently
constant bit rate such that the client buffer can smooth
the variations, then the average bit rate of the video will
have to be set lower than the (video part of the) channel
bit rate in order to prevent the client buffer from
underflowing.

The variation in quality caused by constant bit-rate
encoding can be quite a disturbing artefact. The
extreme case of trying to assign a constant number of
bits to each picture is never used, since this produces a
completely unacceptable variation in quality from one
picture to the next. From the user’s perspective,
constant quality encoding is optimal. The challenge,
then, is to manage the distribution of content of widely
varying bit rate [7].

By way of an example of just how variable the bit-
rate requirements of constant quality video content are,
Fig 2 shows the change in bit rate over a standard
definition video sequence approximately 1.5 min long.
The solid line shows the short-term bit-rate variation
and the dotted line shows the variation when averaged
over a window that might approximate the length of the
client buffer.

3. Optimised video compression
In this section we will focus on the video compression
itself, and techniques that we are investigating for
optimising the trade-off between delivery rate and the
user’s ‘quality of experience’ (QoE). 

For practical reasons, a very simple quality metric is
normally used called peak signal-to-noise ratio (PSNR).
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This is based on the mean of the squares of the error
introduced by the video being encoded, then decoded.

PSNR is good as a practical metric, but it only
provides a very approximate indication of the quality
that would be perceived by a person watching a video
sequence that had been encoded and decoded. Indeed,
there are various straightforward distortions that can be
added to a video sequence that produce poor values of
PSNR, yet are not perceived as having any significant
effect on the video quality. For example adding a small
amount of uncorrelated noise to a whole sequence will
tend to give a poorer PSNR value, and yet not reduce
the perceived quality significantly, whereas adding
specific correlated artefacts (e.g. extra edges) will have
a big effect perceptually.

The perceptual effect of distortion is not only
dependent on the nature of the distortion, but also on
the ability of the underlying video material to mask the
distortion. Generally, very ‘busy’ areas will mask
distortions better than smooth areas.

BT has developed a model of the human perception
of the quality of video sequences which matches the
actual perceived qualities extremely well. This model
has been standardised by the ITU-T [8]. It takes many
factors into account, such as the introduction or
removal of edges, the effect of distorting the spatial
frequency spectrum, etc.

As part of our research, we are seeking to combine
this perceptual model with a model of visual attention in
order to ensure that the limited bandwidth is used in the
most effective manner. We have already shown that it is
possible to achieve significant overall bit-rate reductions
with virtually no effect on perceived quality [9]. As an
illustration of this, Fig 3 shows an example of a picture
encoded such that the parameters of the encoder vary
across the picture, such that the quality is adjusted to
be lower in regions of low visual attention. The overall

result is a saving of around 30% in bandwidth with
virtually no effect on perceived quality.

One way of applying visual attention techniques
could be through the latest developments in the H.264
video standard. The joint video team of ITU-T SG16 and
ISO-MPEG [10], which developed the H.264 Advanced
Video Coding standard, is currently developing scalable
extensions of the technology, where the encoded video
bitstream consists of a hierarchy of layers, each layer
building on the lower layers, to enhance resolution,
either spatially or temporally, or reduce distortion. This
extension to the H.264 standard is expected to support
region of interest coding in scalable layers, allowing, for
example, an enhancement layer to provide spatial
enhancement just for a particular region of picture,
which could be selected by consideration of human
perception. Scalable coding also naturally supports
adaptive video encoding, the need for which is
discussed later. 

4. Video over IP

4.1 Best-effort and bit-rate guaranteed delivery
In a broadcast scenario, where several programmes are
multiplexed into a single bitstream channel, some
trade-off between the ideal, constant quality encoding
and more manageable constant bit-rate encoding can
be achieved by allowing one programme to ‘borrow’
bandwidth from others, using, for example, statistical
multiplexing.

When delivering video over packet networks, the
situation is somewhat different. The bit rate that can be
sustained by the physical network is normally constant.
However, this is shared by so many services, that, when
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Fig 2 Bit rate as a function of time, averaged over a 3-frame 
group of pictures and a 192-frame sliding window.

 

Fig 3 Use of eyegaze information to drive the encoding 
process. The lines show regions of constant encoding quality and 
the circles show regions of visual attention. The result of reducing 

coding quality in regions of low visual attention can be around 
30% with no loss of perceived quality.
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left to best-effort delivery, each service receives a
varying amount of the physically available bit rate.

So, if streamed video traffic is left to compete with
other traffic for bandwidth, the available bit rate for any
programme stream will be unknown and time-
dependent. For this reason it may be desirable to add
bandwidth assurance to the network infrastructure, so
that streamed media can be certain of getting the
(minimum) bandwidth it needs. 

This is probably the most viable approach for first
generation IPTV, but will result in very inefficient use of
network resources since either some of each video
sequence will be encoded at much higher quality than
necessary (based on constant bit-rate encoding), or the
bandwidth that has been reserved will not be fully
utilised. Since there will only be one programme per
bandwidth-assured channel (in current proposals), there
is no possibility of using statistical multiplexing to
ameliorate the situation.

4.2 Adaptive bit-rate streaming
As an alternative to either constant quality or constant
bit-rate encoding, suppose we could allow the bit rate to
adapt to network conditions. This eliminates the need
to choose the encoding policy at the time of encoding.

BT has developed a system called Fastnets [11],
which exploits the normal congestion feedback implicit
in TCP transport to control the media bit rate delivered
by the server. The streaming server contains a model of
the client buffer, so that the server knows to adjust the
delivery rate according to the client buffer fullness.
Fastnets was designed to stream over mobile networks,
where throughput is highly variable. However, the
Fastnets approach is equally applicable to IPTV
streaming over fixed networks.

Adaptive rate streaming requires the ability to send
a sequence of encoded pictures to the client, based on
real-time decisions made by the streaming server, i.e.
each original picture will be encoded in advance at a
number of qualities. The server will have to choose
which quality version of a picture can be sent at each
point in time based on its estimate of the fullness of the
client buffer and its assessment of network conditions.

This creates a number of challenges both for video
encoding and for the server. For instance, a video
encoder uses previously decoded pictures as references
for predictions of subsequent pictures. If, at the time of
encoding, we do not know which decoded pictures will
be available to the decoder, the server decides this in
real time. Therefore, we cannot know which decoded
pictures can be used as references when encoding.

There are various options to overcome this problem.
Switching from one quality stream to another would be
limited to special switching points. At these switching
points, the dependency of the video stream on the
history of decoded pictures would be restricted.

The technical difficulties of stream switching are
similar to those in random access, for playing a video
stream from some prescribed point. This would be the
case when switching from say, a fast-forward stream
back into the normal play stream, or entering a live
stream at an arbitrary point.

In a broadcast system, a restricted dependency on
history is achieved by periodically encoding pictures as
so-called I-pictures (intra-pictures). I-pictures are not
predicted from any previously decoded pictures  —
essentially they are compressed as if they were stand-
alone images. Regular I-picture insertion could be used
in a unicast IPTV scenario. However, I-pictures are
generally encoded much less efficiently than pictures
encoded using temporal prediction, and therefore this
method of allowing random access and stream
switching is best avoided if possible.

In the Extended Profile of H.264, a special encoding
of pictures (called switching pictures) is used to allow
temporal prediction between streams, i.e. using a
decoded picture from one stream as the reference to
predict a picture in another stream. This is more
efficient than using regular I-pictures. Such an approach
is only possible in unicast streams, since the server can
send the appropriate type of picture for the client’s
state. 

Figure 4 illustrates this approach to stream
switching. In Fig 4, the boxes labelled AP and LP
represent different types of switching picture. At each
point where the switching pictures occur, the server has
the option to send either an AP switching picture, and
remain within the same stream, or send an LP switching
picture to move to a higher or lower bandwidth,
depending on the server’s model of the client buffer and
its assessment of network conditions.

4.3 Equitable quality streaming
It is always the desire to maximise the user’s quality of
experience for a given channel capacity. In the case of
using rate-adaptation in conjunction with the packet
network as a means of multiplexing different
programmes, the optimisation problem is a complex
and dynamic one. The situation is made worse by the
fact that in a true video on demand (VoD) system, it
would be practically difficult to allow the different VoD
servers to optimise collectively. This means that each
server, and indeed each port on each server, should
have an independent optimisation algorithm that



Video coding and delivery challenges for next generation IPTV

BT Technology Journal • Vol 24 No 2 • April 2006178

somehow produces an acceptable result overall. As
mentioned before, we would ideally like to deliver each
programme stream at constant quality. If we attempt to
send a number of programme streams at constant
quality, then the total bit-rate requirement would vary.
Further, the bandwidth available to the video streams is
likely to vary over all time-scales, and crucially, on time-
scales longer than the duration of the client buffer.

Therefore, strictly constant quality is not likely to be
a practical possibility. The issue then is to use the
channel capacity that is available to maximise the
viewing experience of the users who share the channel
collectively. 

Since the bandwidth demands of content vary over
time, and is very different from one genre to another,
what would the nature of the optimal scheme for
allocating bandwidth be?

A transport protocol such as TCP will provide an
equitable bandwidth allocation. That is, for a constant
total bit rate for the contended network, TCP will
stabilise on an approximately equal bit rate for each
stream. This is not the optimal solution, since we
require an approximately equal quality (of user
experience) for each stream. Since the bit rate required
for delivery of content at fixed quality varies over time
and from one stream to another, the priority of any
individual video stream must correspondingly be
allowed to vary both over time and from one stream to
another.

For instance, if one customer wishes to watch fast-
moving sport content, they will require a much higher
bit rate than another customer watching slow-moving,
low-detail content. In order to ensure that both
customers get the same quality of experience, the

bandwidth allocation in the distribution network will be
very different for these two customers.

This is still an open area of research and the solution
is likely to involve dynamic prioritisation at the IP level.

5. Conclusions
We have argued that the nascent IPTV industry will be
qualitatively quite different in nature to the existing
broadcast industry. This opens many new questions and
research challenges, from the roles of the different
participants in the industry, through the kind of
applications and content that it will be based on, down
to the mechanics of delivering the media and services.
Many aspects of the IPTV industry will be different in
some very significant ways to the current broadcast
industry.

Among all the possible areas of research, this paper
has focused on the mechanics of compressing and
streaming video, which will be at the core of any IPTV
service. We have discussed the various optimisation
problems in video delivery and shown that the solutions
are very different to their over-air broadcast
counterparts. The technology for mass IPTV systems is
only just becoming a reality, and there is much research
left to do.
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